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JEDI overflow jobs
performance,tuning, and issues



Introduction
● Overflow was turned back on for the US cloud on  

September 28th.
● Here a simple overview of the first steps in checking 

and tuning the overflow access. 
 



Bugs found
● Immediately got struck with another rogue path lookup that killed all the cmsd 

services. Patch produced and deployed almost everywhere quite quickly.
● Discovered that schedconfig FAX cost table contained Panda queue names 

and not queue PandaIDs, so jobs were sent only to sites where these two 
match (only MWT2). Artem fixed it so jobs started flowing everywhere.

● Found that in some situations jobs at BNL were still getting “old style” gLFNs. 
Pilot got fixed and should be in production today. In a meanwhile BNL was 
turned off as a “sink” site.

● Endpoints at WT2, OU_OCHEP_SWT2, and SWT2_CPB, failed several 
times. Fixes are in testing.



Overflow jobs
Opening 5 sites to overflow released the flood of jobs.

Trying to reduce number of concurrently running overflow jobs by 
reducing WANsinkLimits to 3Gbps. ( some queues have seen >4k )

With a lot of jobs in “running” quite some delay until effects of tuning are 
seen.



Overflow jobs

Not much stress 
on WAN links.
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Comparison table

regular overflow

jobs/day 170k / 85.8% 28k / 14.2%

job efficiency 92% 72%

cpu efficiency 68% 40%



Conclusions
● There is a need for it - enough jobs overflow even with very stringent limit on 

per file rate - still at 10MB/s.
● Still not a serious load on the WAN links. 
● Some endpoints stability issues found and are being addressed.
● Job’s CPU efficiency will benefit a lot from switch to xAODs.
● Two hours delay in getting cost matrix data to JEDI. This increases cost of 

and endpoint going down.
● Needs debugging and tuning.


